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The importance of understanding terrorism in the United States of America assumed heightened prominence in the
wake of the coordinated attacks of September 11, 2001. Yet surprisingly little is known about the frequency of attacks
that may happen in the future and the factors that lead to a successful terrorist attack. This research is aimed at
forecasting the frequency of attacks per annual basis in United States and to determine the factors that contribute to
Its success.

Using the data acquired from Global Terrorism Database (GTD), we tested our hypothesis by examining the frequency
of attacks on annual basis from 1972 to 2014 using SAS® Enterprise Miner and SAS® Forecasting Studio. The data set
has 2,683 observations. Our Forecasting model predicts that there may be at least 16 attacks every year for the next 4
years. From our study of factors which contribute to the success of the terrorist attack, we discovered that attack type,
weapons used in the attack, place of attack and type of target play pivotal roles in determining the success of a
terrorist attack. Results reveal that the government may be successful in averting assassination attempts but may fail to
prevent armed assaults and facilities/infrastructure attacks. So additional security may need to be provided to
important facilities to prevent further attacks from being successful. Also results further reveal that it is possible to
reduce the forecasted number of attacks by raising defense spending and by putting an end to the raging war in middle
east.

* Majority of the data was gathered from Global
Terrorism Database (GTD) whereas the rest of the data — —
was collected from various sources which include U.S

Economy, U.S census and so on. @

 Two different data sets were used for forecasting the
frequency and predicting the outcome of a terrorist o= &
attack. For forecasting, the dataset with 11 variables was

used with success as target whereas the dataset used for

forecasting has 8 variables. Figure 1. Procedure followed for Research

*For missing values, mode imputation for class variables and mean imputation for interval variables was performed.

°The data set that had information about terrorist attacks in different countries was then filtered to obtain terrorist

attacks in U.S. alone.
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Figure 2: Type of attack
Exploratory Analysis:

*Out of all the events, Bombing/Explosion was used on many instances which contributes around 51.42%, next highest
in the list is Facility/Infrastructure attack with 30.54% and third one in the list is Armed Assault with 7.97% of all the
terrorist events happened until 2014.

. Weapon type of Explosives/Bombs/Dynamite was most widely used by terrorists with 51.51%, next in the list is
Incendiary with 29.48% and third one in the list is Firearms with 13.05% whereas all other weapon type’s contribution
is very low when compared to the top three types.

*An Interesting fact is that there is not even a single state without any terrorist attack in the last 44 years. Highest
number of terrorist attacks happened in California (588), second in New York (500) and the lowest in Rhode Island,
Kentucky and Wyoming (2). Coastal states are more prone to attacks.

*For target type, Business entities are in the top with 27.58%, followed by Government entities with 12.25% and third
is Private Citizens & Property with 11.43% of all the terrorist events.
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Figure 7: Variable Importance
Modeling using SAS Enterprise Miner™':

Figure 8: Model Comparison

*Attack type & Weapon type are most important variables followed by State and Target type in predicting the
success/failure of a terrorist attack. Other variables Specificity, Multiple, Extended, Suicide & Vicinity don’t contribute
much in predicting the success/failure of a terrorist attack.

*Models were built to predict the outcome of a terrorist attack with success as target and of all the model built Neural

Network was the best model in terms of Validation Misclassification Rate of 0.163569.
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*Frequency of attacks has a range of 143 with 149 = *The neural network has a Validation Misclassification Rate of T Toot  Fisesis | suisteslae Tan | Vaidaon | Test ‘
being the highest and 6 being the lowest. The 0.162569 and Validation Average Squared Error of 0.134071. SUccess DFT. Total Degrees of Freedom 1875
. . =0 . . . Success _DFE_ Degrees of Freedom for Error 1584
highest number of attacks occurred in the year of Forecasting Frequency using SAS Forecast Studio™: S TDFI_ Model Degrees of Freedom 202
1975 whereas the lowest number of attacks . : : Success NW_ Number of Estimated Weights 292
_ *Out of all the models built, ARIMA model with events turned suce:: AC_ Akaike's Information Criterion 2114591
occurred in the year of 2006. : Success 'SBC_  Schwarzs Bayesian Criterion 3731365 .
out to be the best model with a MAPE value of 21.21.
: . . . . " SUCCess _ASE_ Average Squared Ermor 0126007  0.134071
*Population in the U.S is steadily rising over the : : : : Success MAX_  Madmum Absolute Error 0955415  (0.973813
) , : , : *Population and Presidential Elections turned out to be ... = —— — —
years Wlth 2014 bemg the hlghESt Wlth d : i - - SUCCeSS _Nﬂﬁs Sum of Frequencies 1876 807
, e , significant independent variables. - — e
population of 318.86 million and 1972 being the e R L R
least with 108.96 million. *There is one significant outlier at 1977 with an estimate of 39.64 _ ™ T e ek e
140 . and a high t-value of 6.31. Success _FPE_ Final Prediction Errar 0.172464 .
*U.S defense budget had a significant rise over the | Success _MSE_  Mean Squared Eror 0149235  0.134071
' ' ' . . Frequency, Frequency: MAPE= 21.21 Success _RFPE_  RootFinal Prediction Error 0415287 .
years. This might be a reason which led to the less .. — — Success 'RMSE_  RootHlean Squared Error 038631 0366157
G Y 6 SRS 17 ThE AR VAR (61O TG Y Pelvesares Toread o S COP Hevtmalkseecn Success _AVERR_  Average Error Function 040794  0.432379
g Yy Yy P . y AR R B ERE Success ERR_ Eror Function 1530501  597.8508
to the past. 60 | Model Type Read-Only MAPE|  [SUCCESS _MISC_ Misclassification Rate 0.158848 0.163569
2.00 LEAF_'“P“ - ﬂb‘tﬂm No 21.21 BT we: 1 WRONG_  MNumber of Wrong Classifications 2983 132
. . . = Generated ARIMA Model (LEAF_4) Generate Yes 21,57
o ) enerate es . . . . 4
There is no particular trend in the GDP growth i} - Coree A e (5.5 Conle E 5 Figure 9: Best model fit statistics
over the years and is following a random trend. The U corEcss Crreon i) e s | g
o o 01JANIST0 01JANTSTS 01JANTSE0 01JAN1SE8S 01JANIS30 01JAN1S25 01JAN2000 01JAN2005 D1JANZ010 01JANZ01S = . N sl ° - [:l:lm l:'rIErIt Parameter EShmatE Etaﬂdard Errl:lr t ualUE -l
economy had a hlghest growth Of 7.3% In the year Date Generated Smoothing Model (LEAF_&) Generated Yes 35.1E|j P Pr:
. . = 10: Model statistics for F ti Frequency AR 064938 016418 -3.06 0.000 =
1984 and had a breakdown in the year 2009 with a : : : : igure 1U: lviodel statistics for rorecasting US_Pap_Mil SCALE 1452878 |6.28475 231 0.029
Figure 6: Exploratory Analysis of Independent variables U8 Pop. Ml VTR YT T o T
TN = EE selected Predecessor | Model Mode | Model Target Target Label | Selection LS 1994 1995 are Significant at 5% level Of Significance The UE:Def_Eudget:Mill SCALE -0.06325 0.03514 -1.80 0.084
— ST Model Node Description | Wariable Criterion: — = S - US_GDP_PERCENT GR | SCALE 040712 |0.70632 0.77 0.479
e e sifin event TEMP_1983_1984 deems to be insignificant but still has an [puLse_rez: SCALE 3317478 [15.76187 210 |0.045
o Rate : PULSE 1999 SCALE 1571264 |B.38714 7 46 0.021
ot estimate of 21.37. FULSE 2008 CCALE 1248140 |G.80401 183 0.078—
: . . : : . TEMP_1975_1978 SCALE 7354085 |1B.38807 4.00 0.000
3 % Meural Meural Meural Met.. Success 0.163560 *All the pFEdICtIOH errors for frequency for forecastmg lie within TEMP_1983_1954 SCALE 2137472 1552991 1.38 0.180 ¥
Dotz AutoMeural  AutoMeural AuatoMeural Success 0.163569 .« 4. . . . . . .« [ LS 1994 1995 SiCALE 14 F2408 5 734072 7 55 0017
——— Ensmb Ensemble  Success 0161808 two standard deviation which indicate the model is significant. T I T B == T
‘ g Tree Tree Crecision Tr... Success D.167286 . . r N
o l l l = ., \ = B — = SR SR *Also if we look at the ACF, PACF and IACF plots all the values lie
Attack_Type Weapon_Type State Target Type Spe?|f|cny Tlutiple Extended Slicide Vicinity eqg eqg egress ion Luccaess ) . . . . . . . . . . .
- w“’ SV S SV Success 0.180917 within which indicates that the series is stationary. Figure 11: Parameter Estimates of Best Model

Figure 13: Prediction Error Correlation Plots
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*Our Forecasting model predicts that there may be at least 16 attacks every year for the next 4 years

mew | [ETESETTT Delets . : . :
Scerario forecat i *From our study of factors which contribute to the success of the terrorist attack, we discovered that attack type,

L - weapons used in the attack, place of attack and type of target play pivotal roles in determining the success of a

_ - . Teee e — ) terrorist attack

o i i s e e e % . o = *Results reveal that the government may be successful in averting assassination attempts but may fail to prevent
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= Us_FresmenTiar_ErecTions N S B 3 R ) RS B Y R *So additional security may need to be provided to important facilities to prevent further attacks from being successful.

e i.5529354s] _ asmosoizses|  irrazsorass|  issosaicsyzl  ic.cresszamsl  asseasarsios|  is.ziiscasas *Also results further reveal that it is possible to reduce the forecasted number of attacks by raising defense spending
Figure 14: Scenario 1 and by putting an end to the raging war in middle east.

Scenarios for forecast:

*The presidential election has a positive impact in reducing the frequency of attacks compared to the year without
presidential election. This makes sense as the security measures will be greatly increased for conduction smooth flow

of elections. *http://www.usgovernmentspending.com/us gdp history
e — T — e http://www.multpl.com/united-states-population/table
e " S S  http://www.usfederalbudget.us/budget pie gs.php
] . ! ) * http://www.start.umd.edu/gtd/contact/
—
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Figure 15: Scenario 2 Certificate Program — Oklahoma State University for his support throughout this research.

*Scenario with change in budget from the above scenario, reduced the defense budget to 600 mill for 2015-17 to
observe its effect on the frequency of attacks.

*Decrease in the defense budget resulted in an increase in number of attacks for the scenario years of 2015-17, even
for an presidential election year, the number of attacks has increased greatly because of reduce in defense budget.
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