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ABSTRACT  

Over the years, few published studies have discussed ways to improve the performance of two-stage 

predictive models. This study is an attempt to demonstrate how we can leverage the Association node in 

SAS® Enterprise Miner™ to improve the classification accuracy of a two-stage model. We find that creating 

dummy variables to capture association rules with lifts higher than1.6 and using those as potential input 

variables improve fit statistics of both the first and the second stage models of the two stage model. For 

example, for the first stage model, the validation ASE improved to 0.228 from 0.238, cumulative lift to 1.56 

from 1.40. For the second stage model, the misclassification rate improved to 0.240 from 0.243 and the 

final prediction error to 0.17 from 0.18. 

 

INTRODUCTION  

Two stage model is frequently used in marketing and other business applications where modeling takes 

into account the conditional dependence that exists between two target variables. For example, in 

marketing applications of a promotional offer, we can model whether a customer is going to take the offer 

or not followed by how much the customer is willing to spend based on the acceptance of the offer. While 

two stage models have been in use for a while, few studies have suggested how to improve performance 

of such models. This study, which is based on ten year (1999-2008) data of 130 US hospitals and integrated 

delivery networks, is an attempt to employ two stage modeling methodology and improve its performance 

by integrating it with the results from the Association node of SAS® Enterprise Miner 12.3™.   

The context of this study involves diabetic patients and whether or not they are readmitted to a hospital for 

treatment within a certain period of time. The first stage target variable indicates if a diabetic patient will be 

readmitted in near future and second stage target variable indicates if the patient will be readmitted within 

thirty days or not. 

 

DATA PREPARATION 

The data, which is based on the records of numerous US hospitals and integrated delivery networks, initially 

consisted of 99,947 observations and 38 variables and provided by UCI machine library.  It is a multivariate 
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dataset consisting of variables related to patient admission records, lab results, prescribed medications and 

patient readmission records. Data exploration via the StatExplore node of SAS® Enterprise Miner 12.3,   

identified that dataset was free from the missing values but three of the variables related to inpatient and 

outpatient visits were right skewed. These three variables were log-transformed using the Transform node 

in SAS® Enterprise Miner 12.3. 

 

This dataset also contained medication prescription history which shows if a particular medicine was 

prescribed to a patient or not. In order to perform the association analysis for the prescribed medications, 

the data was first split into two partitions, namely the data for the patients who were not readmitted and the 

patients who are readmitted. Both the datasets were then transposed using PROC TRANSPOSE and the 

resulting datasets kept only two columns: Patient number and prescribed medications name as shown 

below. 

 

Figure 1: Association analysis data samples for two datasets 

 

The resulting transposed datasets (readmitted and non-readmitted patients medication data) were then 

imported in SAS® Enterprise miner 12.3 as “transaction” datasets. Association rules were then generated 

using the “Association” node. Below are the primary settings of Association node used for generating the 

association rules for prescribed medications. 
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Figure 2: Association node properties panel settings used 

 

After the association rules generation for readmitted and non-readmitted patients, one major challenge was 

to determine the basis for choosing the rules to be used in the predictive modeling. It is always good to 

know the proportion of the data where the given rule is true or how often the right side of the rule is true. 

But in order to use the association rules in predictive modeling, it was imperative to know how much better 

the rule for prediction is than just the random guess. After considering all of the above metrics, “Lift” value 

of the association analysis rules was used as a basis for rule selection. We chose a cutoff value of lift as 

1.6 and all the rules above that cut-off value were selected from the association analysis of both the datasets 

(readmitted and non-readmitted patients). Following tables summarize the selected rules that were used 

as a dummy variable as input in predictive modeling. 

Table 1: Selected association rules and dummy variables for readmitted patients 

Lift Association Rule Dummy Variable Name 

1.85 med_Rosiglitazone  med_Metformin & 

med_Glimeperide 

 

Readmission_Association_A 

 

1.83 med_Acarbose  med_Glipizide 

 

Readmission_Association_B 

1.82 med_Metformin  med_Rosiglitazone & med_Insulin & 

med_Glyburide 

 

Readmission_Association_C 
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1.71 med_Metformin & med_Insulin  med_Rosiglitazone & 

med_Glimepiride 

 

Readmission_Association_D 

1.67 med_Rosiglitazone & med_Glyburide  med_Metformin 

 

Readmission_Association_E 

1.66 med_Metformin  med_Rosiglitazone & 

med_Glimepiride  

 

Readmission_Association_F 

1.61 med_Pioglitazone & med_Metformin  med_Insulin & 

med_Glyburide 

 

Readmission_Association_G 

1.61 med_Pioglitazone & med_Insulin & med_Glyburide  

med_Metformin 

 

Readmission_Association_H 

 

Table 2: Selected association rules and dummy variables for non-readmitted patients 

Lift Association Rule Dummy Variable Name 

1.98 med_Acarbose  med_Glyburide 

 

NO_Readmission_Association_A 

1.82 med_Rosiglitazone & med_Insulin  med_Metformin 

& med_Glimepiride 

 

NO_Readmission_Association_B 

1.79 med_Rosiglitazone & med_Glyburide  

med_Metformin 

 

NO_Readmission_Association_C 

 

1.76 med_Glyburide & med_Glipizide  med_Metformin 

 

NO_Readmission_Association_D 

1.74 med_Pioglitazone & med_Insulin  med_Metformin & 

med_Glimepiride 

 

NO_Readmission_Association_E 

1.74 med_Pioglitazone & med_Metformin  med_Insulin & 

med_Glyburide 

 

NO_Readmission_Association_F 

1.72 med_Rosiglitazone  med_Metformin & med_Insulin 

& med_Glimepiride 

 

NO_Readmission_Association_G 
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1.69 med_Nateginide  med_Pioglitazone 

 

NO_Readmission_Association_H 

 

Whenever any of the above mentioned association rule was true for given patient record in the main data, 

corresponding dummy variable was assigned the value of ‘1’ or ‘0’ otherwise. Along with the above 

mentioned dummy variables, two other variables; namely “Readmission_Association_Flag” and 

“No_Readmission_Association_Flag”, were created if any of the rules generated by the association 

analysis was true for given patient record, irrespective of the lift value. 

 

MODEL BUILDING 

Once the data was prepared and ready for analysis, it was partitioned into Training and Validation datasets 

with a ratio of 70:30. Next, we used two stage sequential modeling wherein the first stage predicted if the 

diabetic patient was readmitted and the second stage predicted whether the readmission happened before 

thirty days.  

For the first stage of predictive modeling, various models such as Decision Trees with ProbChisq, 

Entropy and Gini as selection criterions, Forward Logistic Regression, Backward Logistic Regression, 

Stepwise Logistic Regression, Rule Induction and MBR were built based on the previously selected 

variables. Using Model Comparison Node in SAS® Enterprise Miner 12.3, competing models were 

diagnosed and compared with each other. The backward logistic regression model outperformed competing 

models for the first stage. After inclusion of dummy variables from association analysis, many fit indices 

improved such as the validation ASE to 0.228 from previous 0.238, cumulative lift of 1.56 versus 1.40.  
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Figure 3: Cumulative lift before and after inclusion of dummy variables from association analysis for the first 

stage of modeling 

 

Results from the best model of first stage revealed that factors such as emergency room admissions, female 

patients and patients with glucose serum level higher than 300 dominated the patient’s chance of 

readmission. 

 

Figure 4: Selected model after inclusion of dummy variables from association analysis 

 

The predicted probability of a patient being readmitted from the first stage of modeling was used as an 

independent variable for the second stage of predictive modeling. Again, for the second stage of predictive 

modeling, various models such as Decision Trees with ProbChisq, Entropy and Gini as selection criterions, 
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Forward Logistic Regression, Backward Logistic Regression, Stepwise Logistic Regression, Rule Induction 

and MBR were built based on the previously selected variables. Using Model Comparison Node in SAS® 

Enterprise Miner 12.3, competing models were diagnosed and compared with each other. The backward 

logistic regression model outperformed competing models for the second stage. After inclusion of dummy 

variables from association analysis, many fit indices improved such as the misclassification rate to 0.240 

from previous 0.243, final prediction error of 0.17 versus 0.18. 

 

 

Figure 5: Cumulative Lift before and after inclusion of dummy variables from association analysis for the 

second stage of modeling 

 

Table 3: Confusion matrix for the second stage of two stage predictive modeling 

 Predicted 

After 30 Days Before 30 Days 

Actual After 30 Days 9926 (75.30%) 81 (0.62%) 

Before 30 Days 3013 (23.32%) 96 (0.74%) 
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CONCLUSION 

The purpose of this study was to investigate whether new variables created through association analysis 

can improve the performance of the two stage predictive modeling. We found that after inclusion of dummy 

variables created through association analysis, various performance measures of the first stage model of 

the two stage modeling such as Average squared error, cumulative lift and AIC of the model improve 

significantly. Also the fit statistics such as misclassification rate as well as final prediction error improved 

for the second stage model after inclusion of association analysis results. 

 This study gives some broad ideas about how to leverage results of association analysis node to 

improve results of two-stage model node in SAS® Enterprise Miner 12.3™. The study revealed that factors 

such as emergency room admissions, female patients and patients with glucose serum level higher than 

300 dominated the patient’s chance of readmission while factors such as medication change, 70-80 years 

old patients, higher inpatient visits and time spent influenced the patient’s chance of readmission before 

thirty days. We hope that our findings provide insightful information to doctors about what types of 

prescribed medications influence readmission of diabetic patients along with admission information and 

patient demographics. 
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