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ABSTRACT  
There are yearly 2.35 million road accident cases recorded in the U.S. Among them, 37,000 are considered fatal. 
Road crashes cost USD 230.6 billion per year, or an average of USD 820 per person. Our efforts are to identify the 
important factors that lead to vehicle collisions and to predict the injury risk involved in them. Data was collected from 
National Automotive Sampling System (NASS), containing 20,247 cases with 19 variables. Input variables describe 
the factors involved in an accident such as Height, Age, Weight, Gender, Vehicle model year, Speed limit, Energy 
absorption in Collision & Deformation location, etc. The target variable is nominal showing levels of injury. Missing 
values in interval variables were imputed using mean and class variables using the count method. Multivariate 
analysis suggests high correlation between tire footprint and wheelbase (Corr=0.97, P<0.0001) and original weight of 
car and curb weight of car (Corr=0.79, P<0.0001). Variables having high kurtosis values were transformed using 
range standardization. Variables were sorted using variable importance using decision tree analysis. Models such as 
multiple regression, polynomial regression, neural network, and decision tree were applied in the dataset to identify 
the factors that are most significant in predicting the injury risk. MLP neural network came out to be the best model to 
predict injury risk index, with the least Average Squared Error of 0.086 in validation dataset. 

INTRODUCTION 
The data is collected from National Automotive Sampling System (NASS), the following data is of Fatality Analysis of 
Accidents. It has attributes and factors relating to accidents. 

SUMMARY OF ANALYSIS 
The data is collected from National Automotive Sampling System (NASS), the following data is of Fatality Analysis of 
Accidents. It has attributes and factors relating to accidents. 

 

 

Table 1. Data Partition Summary 

 
• Dataset: 

Input- 2 ID, 14 Interval, 6 Nominal variables 
• Target- 1 Nominal variables 
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Table 2. Variable Description 

 

 
Table 3. Variable Summary 

 

• GV_ENERGY showed high kurtosis values of +36.97. (Variable transformation node) was used to transform 
the distribution to make it normal.  

• Other values are observed and recorded for better understanding of dataset. 
• Missing values in Interval variables were imputed by mean values using (Impute Node). 
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Table 4. Class Variable Summary 

 

 
Table 5. Interval Variable Summary 

 
• Missing values in Class variables are being imputed using count method. 
• Dataset Preparation: 

 

 
Display 1. Imputation summary SAS® Enterprise Miner 
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Display 2. Transformation R-Square summary shows variable transformation SAS® Enterprise Miner 

 

 
Table 6. Variable selection using Decision tree 

 

 

RESULT & ANALYSIS 
• Different models are used to predict the target GV_MAIS i.e. Injury risk index. 
• The dataset was partitioned as 70% Training data and 30% validation data using Data Partition node 
• Imputation Node was used to impute missing data with Mean & Count 
• Highly skewed data distribution was transformed using R-Square 
• Variable importance node was used to identify the most important variable that affects the model. 

 

MODELS USED TO TRAIN AND VALIDATE ARE: 

• Multiple Regression 
• Polynomial Regression 
• Multi-layer Perception Neural Network 
• Radial Equal width Neural Network 
• Decision Tree 
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Diagram 1. Model Diagram (Nodes) 

 

• Using Model comparison Node, Multi linear Perception Neural Network came out to be best model to predict 
Injury risk index, with least Average Square Error in validation dataset. 

 
Display 3. Fit Statistics SAS® Enterprise Miner 

 

 
Display 4. Average Square Error plot SAS® Enterprise Miner 
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Display 5. Cumulative Lift plot SAS® Enterprise Miner 

 

 
Diagram 2. Neural Network 

 

CONCLUSION 
• Various Regression models, Neural network models, Decision trees have been built and trained with 

numerous simulations to identify the important factors leading to car accidents in the United States 

• MLP Neural Network model come out as the best model with the least average square error of 0.08626 

• The factors are related to both the individual risk of the person  involved in the accident and the technical 
and  performance features  of the car 

• Energy absorption  of the car, lateral and longitudinal component of  V Delta  have been identified as the 
most important factors 

• This analysis will help both the car manufactures & the people to prevent fatal car accidents 
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