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ABSTRACT  

Cancer is the second leading cause of deaths in United States. About 85%-90% of all lung cancers are 
non-small cell lung cancer and they constitute about 26.8% of cancer deaths. An efficient cancer treatment 
plan is therefore of prime importance for increasing the survival chances of a patient. The cancer treatments 
are generally given to a patient in multiple sittings and often doctors tend to make the decisions based on 
improvement over time. Calculating the survival chances of the patient with respect to time and determining 
the various factors that influence the survival time would help doctors make more informed decisions about 
the further course of treatment and help patients develop a proactive approach in making choices for the 
treatment. The objective of this paper is to analyze the survival time of patients suffering from non-small 
cell lung cancer, identify the time interval crucial for the survival and identify the effects of various factors 
such as age, gender and treatment type. The performances of the models built are analyzed to understand 
the significance of cubic splines used in these models. The dataset is from the CERNER database with 548 
records and 12 variables from 2009-2013. The patient records with loss to follow up are censored. The 
survival analysis is performed using parametric and non-parametric methods in SAS Enterprise Miner 13.1. 
The analysis revealed that the survival probability of a patient is high within two weeks of hospitalization 
and the probability of survival goes down by 60% between weeks 5 to 9 of admission. Age and gender play 
a prominent role in influencing the survival time and risk. The probability of survival for female patients 
decreases by 70% and 80% during week 6 and week 7 respectively and for male patients’ decreases by 
70% and 50% during week 8 and week 13 respectively. 

INTRODUCTION  

Non-small lung cancer is a type of lung cancer in which cancer cells start to form in tissues of the lungs. It 
is lung cancer, which is not of small cell carcinoma type. Non-small cell lung cancer occurs mainly in 
smokers; however, this lung cancer is also seen in non-smokers as well. This lung cancer is more common 
in female patients than in male patients. 

The main areas of research in this paper are as follows: 

To build a non-parametric model for predicting survival time of cancer patients. 

To build parametric models to identify the factors influencing the survival time. 

To understand difference in survival probabilities with respect to important variables identified. 

To evaluate the model performance in accordance to factors identified and to understand the significance 
of cubic splines in affecting model performance. 

CENSORED DATA 

The condition in which value of measurement or observation is known partially is called censoring in data 
mining. Missing values of the observed target variable mean that at the end of the period under 
consideration, we are still not sure about the outcome of the target. There are three types of censoring. 

 Left Censored: Data point is below censored value. 

 Right Censored: Data point is above censored value. 

 Interval: The data point is between an interval of two values. 
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The Cerner data under analysis consists of right centered data; the follow up time of a few patients has 
been missing and hence these records are censored by changing the discharge date to Null 

DATA COLLECTION AND PREPARATION 

The data source is CERNER database. The data of interest is available in different tables. For example, 
patient demographics data is in the patient’s table, treatment details are available in the medication table, 
appointment details of the patient are available in the encounter table. By using the patient ID as the primary 
key, the data of interest is merged from the entire table in to one dataset as shown in the Figure 1. 

 

 

Figure 1: Schematic view of data consolidation 

 

The data available is for the period 2009-2013 and contains 548 records with 12 variables. As the event is 
death due to non-small cell lung cancer, data of a patient’s with status as not mapped or expired indicates 
incomplete records and censored data. 

DATA FORMAT FOR SURVIVAL NODE USING SAS EM: 

To facilitate the use of SAS EM and survival node the data should be in the format shown in Figure 2. 

 An entity ID or the primary key of the data should be present. Primary key in current data is patient ID 
that uniquely identifies a patient. 

 A start date and end date marks the start and end time of patients in analysis, thereby giving the 
length of stay at the hospital. Both the start and end dates should be mapped to TIME ID. The data 
has start date as admitted date and end date as discharge date. 

 The target variable in the data set is 'Status', which is a binary variable containing two levels; 
Survived 1, Expired-0. 

 

Figure 2: SAS EM Data Format 
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The final dataset has variables as shown in Table 1. 

Num. Variable Type of Variable Description 

1 Age Continuous Age of Patient 

2 Gender Categorical Gender of Patient 

3 Race Categorical Race of Patient 

4 Martial_Status Categorical Marital Status of Patient 

5 Admitted_dt Date Patient admit date at hospital 

6 Discharged_dt Date Patient discharged date from hospital 

7 Procedure_Description Varchar Procedure performed on patient for cure 

8 Diagnosis_Description Varchar Diagnosis given to patient 

9 Age_Level Categorical Crossed target variable for age parametric 
survival analysis 

0 – Expired 

1 – Patients Surviving in age group 0-25 

2 – Patients Surviving in age group 25-50 

3 – Patients Surviving in age group 50-75 

4 – Patients Surviving in age group 75-100 

10 Gender_Level Categorical Crossed target variable for gender parametric 
survival analysis 

0 – Expired patients 

1 – Surviving male patients 

2 – Surviving females patients 

11 Status Categorical Target variable for non-parametric survival 
analysis 

0 – Expired patients 

1 – Surviving patients 

Table 1: Final variables in the dataset 

From the age wise (Figure 3) and gender wise (Figure 4) distribution, survival rate is highest among the 
patients within the age group of 63 to 82 followed by patients in the age group of 33 to 62 years. The survival 
rate is high in males compared to females. 
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   Figure 3 : Gender wise distribution of patients                      Figure 4: Age wise distribution of patients 

CORRELATION 

Correlation analysis is performed using PROC CORR for continuous variables: age and number of days 
admitted and results (Table 2) indicate there is no high correlation between them. 

  

 

Figure 5: Correlation Analysis 

SURVIVAL FUNCTION AND HAZARD FUNCTION 

Survival Analysis analyzes the time to event by calculating two functions: 

The Hazard function H(x) gives the probability that an event that has not occurred at time ‘t-1’ will occur at 
time‘t’. It is also called failure rate and is given by the formula below: 

H(x) = P(x)/S(x) 

Where P(x) = Probability density function, S(x) = Survival function.  

Survival function S(x) provides an estimated duration that gives the probability that observant under study 
will survive beyond specified time. It tells that the observant under study did not experience the event at 
time t-1 and will not experience the event at time t. 

S(x) = 1-H(x) 

Where h(x) = Hazard function. 

The hazard function takes various shapes and the non-linear hazard functions are handled through cubic 
splines. 
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CUBIC SPLINE FUNCTIONS: 

Splines are simplified functions of mathematics defined by polynomials. To model nonlinear shapes of 
hazard function, cubic splines are used. Cubic spline functions are segmented functions consisting of cubic 
functions joined together through knots represented in Figure 6. 
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Figure 6: Mathematical representation of cubic spline function. 

 

Cubic splines are incorporated into the model: 

 To smoothen the curves. 

 To increase the flexibility of the model. 

 To increase the model performance. 

NON-PARAMETRIC SURVIVAL ANALYSIS 

A non-parametric estimate of survival function models the survival probabilities as functions of time. The 
most common estimate under this category is the Kaplan Meier estimate and this algorithm is by default 
employed in the Survival Analysis node of SAS enterprise miner 13.1. It uses life test procedure. 

The survival function and the hazard function of the cancer patients is estimated by running the survival 
node keeping the target as ‘status’ and time interval of ‘week’. 

 

Figure 7: Empirical survival function and hazard function plot 

The above plot indicates that the survival rate of the cancer patients is high in the first week but with 
subsequent weeks the probability decreases. From the hazard plot (Figure 7) the highest risk of surviving 
is observed at week 2, week 4, week 7, and week 13.  
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Figure 8: The Kaplan Meier estimates for survival analysis. 

The Kaplan Meier estimate gives the survival rate and the failure rate for each interval generated. In the 
above result, for the interval 0-1 though the number of failed cases is 162. The survival probability still 
shows 1.00, this denotes that the censored observations (expired patients) doesn’t change the survival 
probability.  

 

Figure 9: Model statistics for the survival model. 

The benefit value of 0.4(Figure 9) suggests good model performance. 

STEPWISE REGRESSION FOR SURVIVAL MODEL 

To understand the effect of influencing variables over the survival time, stepwise regression is chosen in 
building the survival analysis model. The cubic splines are included in the regression model by enabling 
knot selection in the properties panel. The results of stepwise regression for survival analysis is as shown 
in Figure 10. The important variables excluding the cubic spline functions are gender and age.   

 
Figure 10: Summary statistics of stepwise selection. 
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PARAMETRIC SURVIVAL ANALYSIS 

Survival Probabilities of different groups can be estimated and compared by crossing the target variable 
with the variable of interest for comparison and modeling it through the survival node. Cubic spline functions 
are enabled in these cases. 

EFFECT OF GENDER ON THE SURVIVAL RATE 

From the research it is known that the survival time is greatly influenced by the gender of the patient. To 
understand and compare the survival rates and the hazard functions based on age, new target variable 
‘gender_level’ is created with nominal interval measurement. The survived male patient is given the value 
1, and the survived female patient is given the value 2 and the expired patient has a value of 0 (Figure 11).  
This new target variable is now modeled using the survival node with the time interval of week. 

                                                  

Figure 11: New Target variable 

The sub-hazard functions related to gender and the results are shown in the Figure 12. 

 
Figure 12: Sub-Hazard graph for males and females. 

The peaks seen at week 6 and 7 highlighted in red above indicate that the risk of survival is high in week 6 
and week 7 for female patients.  The peaks seen at week 8 and week 13 highlighted in blue indicate the 
risk of survival is high in week 8 and week 13. 

Status: Expired

Status: Survived, Gender: Male

Status: Survived, Gender: Female
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Figure 13: Model statistics. 

The increase of benefit value to 0.8 as compared to the basic model with a benefit value of 0.4 indicates 
model improvement. This suggests that gender plays a significant role in survival time and also cubic 
splines influence the model performance. 

EFFECT OF AGE ON THE SURVIVAL RATE 

Survival time in relation to the age of the patient has always been a curious point of research. To understand 
the difference in the survival times and the hazard function with respect to age, a new target variable by 
crossing the status of the patient with respect to age is created. The new target is ‘age-level’ is categorized 
as with patient falling between age 0-25 as 1, 26-50 as 2, 50-75 as 3, 75 to 100 as 4 (Figure 14). This new 
target variable is modeled using the survival node with time interval of week.  

 

Figure 14: New Target Variable 

  

 
Figure 15: Sub-Hazard graph for different age groups. 

Status: Expired

Status: Survived, Age: 0‐25

Status: Survived , Age: 25‐50

Status: Survived, Age:50‐75

Status: Survived, Age: 75‐100
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The sub hazard plot (Figure 15) indicated above explains the risk of surviving in relation with age. The 
graph in blue belongs to the age group of 0-25 and there are no significant number of observations seen, 
hence the graph is flat. The probability of surviving for the patients within the age group 25-50 is low, shown 
by the red line. For this age group probability of survival is low in weeks 8 and 17. In addition, probability of 
survival is low for patients in the age group of 50-75, depicted by the green line, for the weeks 1, 2, 4, 6, 
and 13. Patients within the age group of 75-100 have low probability of survival for the first few weeks of 
admission in hospital till week 7. Flat graph for this group shows that if the patients are able to survive within 
7 weeks, then their chances of survival are high after that. 

 
Figure 16: Model statistics. 

The benefit value of 0.6 ( Figure 16) and the average hazard ratio of 0.77 has improved compared to the 
basic model which indicates the significance of the age in survival time of the cancer patient and also cubic 
splines play a major role in influencing the model performance. 

CONCLUSION 

By performing the parametric and non-parametric survival analysis and analyzing the results, the following 
conclusions are drawn: 

1. The survival rate is high in both males and females for the first two weeks after the treatment or 
admission to the hospital and probability of survival goes down by 60% between weeks 5 to 9 of 
admission. 

2. Age and gender, are the factors that significantly influence the survival time and risk of surviving. 

3. The probability of surviving for a male patient, given the condition that he survived till 7th week after 
the treatment, decreases by 70% and 50% in week 8 and 13 week respectively. The probability of 
surviving for a female patient, given the condition that she survives till week 5 after the treatment 
decreases by 70% and 80% in week 6 and 7 respectively. The doctors should give utmost care and 
should take necessary precautions around this time for efficient treatment.   

4. The probability of survival for the patients in all of the age groups increases after week 3. The probability 
of survival is low after week 5, for the patients above age 25. The probability for survival for patients in 
age group 25-50 is low in week 8. For patients in age group 50-75 the probability is low for week 7 and 
week 13. Survival rate for old patients above the age of 75 is very low after week 6. 

5. Cubic Splines help in improving the model performance significantly. There might be scenarios of over 
fitting of the model. This claim requires further exploration. 
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